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Protoplanetary discs

Size: 1011-1015 cm (0.1-100 AU) 
Temperature:10-103 K
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Accretion rate onto the stellar surface
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L. Venuti et al.: Mapping accretion and its variability in the young open cluster NGC 2264

    Accretion bursts
    Variable extinction

Fig. 16. Ṁacc distribution as a function of stellar mass for the population of NGC 2264 accreting members observed at CFHT. Upper limits are
shown for those objects that fall below the estimated confidence threshold for accretion detection (see text). For some objects, no significant Ṁacc
has been detected at the median state of the system, but they do show a significant accretion activity (i.e., above the detection level) at the brightest
state; in these cases, an upper limit is placed at the detection threshold, while a cross marks the maximum Ṁacc actually detected. Orange dots and
green triangles mark two subgroups of objects dominated respectively by stochastic accretion bursts and variable extinction from a rotating inner
disk warp (Stauffer et al. 2014).

the degree of disentanglement between the observed mass-Ṁacc
dependence and the effects of censoring in the data.

A statistical approach that allows us to infer a robust measure
of correlation in a given sample, in presence of multiple censor-
ing (both ties, here points at the same x-value but with different
y-values, and non-detections, i.e. upper limits), is a generaliza-
tion of Kendall’s τ test for correlation (see Feigelson & Babu
2012; Helsel 2012). The test consists in pairing the data points
(measurements and upper limits) in all possible configurations
and, for each pair, measuring the slope (positive or negative) of
the line connecting the two points. A pair of data points having
the same x-value will be counted as an indeterminate relation-
ship, likewise a pair of upper limits; upper limits will uniquely
contribute a definite relationship when paired with actual detec-
tions at higher y-value. The number of times positive slopes oc-
cur is then compared to the number of negative slopes, and their
difference weighted against the total number of available pairs.
This defines the statistical correlation coefficient, τ. ln this pic-
ture, upper limits have the effect of lowering the likelihood of
a correlation, if this is present in the data, as they introduce a
number of indeterminate relationships among the tested pairs.
Conversely, no correlation will be found in a pure sample of up-
per limits, even though these trace a well-defined trend, since

the number of pairs with definite relationship will be zero. In
the null hypothesis of no correlation, τ is expected to follow a
normal distribution centered around zero; by measuring the de-
viation from zero of the actually found value, in terms of σ, it
is thus possible to assess a confidence level for the presence of
correlation in a given sample.

The application of this statistical tool to our data allowed us
to establish the presence of a correlation (τ ∼ 0.28) that appears
to hold across the whole mass range studied here with a confi-
dence of more than 6σ. The robustness of this result was tested
against a similar search for correlation in randomly generated
distributions of Ṁacc in the log range [−10.5 ,−6.5] for the same
stellar population with the same individual detection thresholds.
The τ distribution inferred from 100 iterations is peaked around
τ = 0.00 (no correlation) with a σ of 0.04; this suggests that
indeed an intrinsic correlation is observed in our data to a sig-
nificance of >6σ. We then inferred a statistical estimate for the
slope following the approach of Akritas-Theil-Sen nonparamet-
ric regression (see Feigelson & Babu 2012):

1. we derived a first guess for the slope from a least-squares fit
to the data distribution and explored a range of ±0.5 around
this first estimate with a step of 0.005;
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Historical overview
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«Dead zone»

1991

[Balbus & Hawley 1991]

MRI

1970s-1980s

[Shakura & Sunyaev (1973)] 

viscous disc theory

↵ ' 10�3with⌫t = ↵csH
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[Balbus, & Hawley (1991)] 
[Balbus (2003)]
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Origin of turbulence in discs 
The Magnetorotational instability (MRI)

S. Balbus J. Hawley



Ionisation sources in protoplanetary discs
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~1AU ~30AU

Thermal 
ionisation

X-rays 
Far-UV

Cosmic rays

« non ideal » MHD effects 

Ohmic diffusion (electron-neutral collisions) 

Ambipolar Diffusion (ion-neutral collisions) 

Hall Effect (electron-ion drift) 

Amplitude of these effects depends strongly on location & composition



Historical overview
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«Dead zone»

1991

[Balbus & Hawley 1991]

MRI

1970s-1980s

[Shakura & Sunyaev (1973)] 

viscous disc theory

↵ ' 10�3with

[Perez-Beker & Chiang 2011]

2010

« dead zone »

[Gammie 1996]

⌫t = ↵csH



Observations
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Line broadening
Emission lines from the gas are broaden by: 

Keplerian rotation 

Thermal velocity 

Turbulence
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from fitting the low-resolution spectra which has different
values of Tmid0 and Tatm0, and predicts a CO ice line at Rice=
103 18

23
-
+ AU, but produces similar images.
While our models do not treat the dust, assumptions about

the dust distribution may still be implicit in our models.
Jonkheid et al. (2007) find that in their chemical models the
depletion of dust from the upper layers of the dust leads to a
drop in the gas temperature. In the context of the D’Alessio
et al. (2006) models, Qi et al. (2011) show that the settling of
large dust grains will affect the height at which the disk reaches
the atmosphere temperature; in other words more settling
results in lower Zq0. Our assumed value of Zq0 is most similar
to models with little dust settling (Qi et al. 2011). The
significant degeneracy between Zq0 and Tatm0 means that a
model with lower Zq0, when combined with a lower Tatm0,
would fit the data as well as the models presented here.
Rosenfeld et al. (2013a), using the same functional form for the
vertical temperature profile as we do here, find that the data can
be fit with Tatm0= 64 K, given Zq0= 43 AU. This atmosphere
temperature is much lower than our Tatm0= 86± 1 K but the
difference in Zq0 means that both models produce a nearly
identical gas temperature at the τ= 1 surface. Further data
probing the uppermost layers in the disk atmosphere, where CO
is photodissociated, are needed to break this degeneracy.

Overall we are able to find a model that accurately fits the
data and is consistent with previous radiative transfer models of
the HD 163296 system. By carefully accounting for parameter
degeneracies and systematic effects due to assumptions about
the distance and flux calibration, we can measure the statistical
and systematic uncertainties in temperature and density
structure of the disk. This indicates that our derived disk
structure is not going to strongly bias our characterization of
turbulence.

4.1.1. Turbulence

When fitting either the high-resolution or low-resolution CO
(3-2) spectra, we consistently find low levels of turbulence
(Table 1). We conservatively quote three-sigma upper limits of
vturb< 0.03 cs and vturb< 0.04 cs, respectively. In the

uppermost layers of the CO region, these limits correspond to
velocity dispersions of less than ∼9–19 m s−1, with higher
velocities at smaller radii. While we have some constraint on
the inner disk from the high velocity channels, most of the
information about the turbulence comes from the spatially
resolved outer disk (R> 30 AU) and our upper limit is
indicative of the behavior in this region. Our limit is well
below the spectral resolution of even the high-resolution data
(δv= 0.1 km s−1). To test whether we can distinguish between
turbulence at the resolution limit from much weaker non-
thermal motion, we run an additional MCMC fit to the low-
resolution CO(3-2) data with vturb fixed at 0.1 km s−1 while
allowing the other model parameters to vary. Figure 6 shows
the best-fit vturb= 0.1 km s−1 model along with our fiducial low
turbulence model, using a Gaussian fit to the short-baseline
visbilities to derive the spectra. The low turbulence models are
a much better fit to the spectra, and the chi-squared, which
captures the behavior of the full three-dimensional data set, also
finds a significantly better fit (>10σ significance) from the low-
turbulence models. This behavior indicates that fitting a model
to the full data set has a stronger diagnostic power than the
broadening of the line in the spectral domain. Simon et al.
(2015) have suggested the peak-to-trough ratio as a potential
diagnostic of turbulence. They found in simulated observations
of numerical MRI simulations, with typical vturb∼ 0.1–0.5 cs at
the CO(3-2) emitting surface, that the peak-to-trough ratio
decreases as the turbulence increases. This behavior can be
seen in Figure 6 where the vturb= 0.1 km s−1 models have a
much lower peak-to-trough ratio than the low-turbulence
models and the data, consistent with the conclusion that the
turbulence is weaker than 0.1 km s−1.
Peak-to-trough ratio is a one-dimensional metric that

provides a convenient way of diagnosing differences in the
three-dimensional data set. Variations in the temperature can
also affect the peak-to-trough ratio, however the uncertainty in
temperature is dominated by the uncertainty in the flux
calibration and within the range of temperatures given by this
uncertainty the peak-to-trough ratio is substantially more

Figure 5. In fitting the low-resolution CO(3-2) data we see evidence for a
degeneracy between Tmid0 and Tatm0. As Tmid0 increases the disk becomes
puffier, raising the τ = 1 surface higher in the disk where it is warmer, and
Tatm0 must then adjust downward to maintain the same flux from the τ = 1
surface.

Figure 6. CO(3-2) high resolution spectra (black line) compared to the median
model when turbulence is allowed to move toward very low values (red dotted–
dashed lines) or when it is fixed at 0.1 km s−1 (blue dashed lines). All spectra
have been normalized to their peak flux to better highlight the change in shape.
The models with weak turbulence provide a significantly better fit to the data
despite the fact that the turbulence is smaller than the spectral resolution of
the data.
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Measuring line  
broadening due to 

turbulence requires very 
precise measures/estimates 

of      and  

[Flaherty+2015]

Turbulence velocity smaller 
than 0.04 cs



Dust settling (I)

The thickness of the dust layer depends on the 
competition between settling and turbulent mixing
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Dust 
settling

Turbulent  
mixing



Dust settling (III)

HL tau dust disc is very thin (H/R<0.01)       [Pinte+2016] 

Very strong settling
!11

Thin disc model Thick disc model

HL tau, as seen by ALMA observatory 
[ALMA partnership 2015]



Dust settling 
in edge on discs
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ALMA band 6

mm-sized dust grains are strongly settled          low level of turbulence

100 AU
[Courtesy F. Ménard]

HST

HH30



Summary: Failure of the turbulent disc model

Discs are very weakly ionised 

“Non-ideal” MHD effects 

MHD turbulence too weak to explain 
observed accretion rates  
[Turner+2014, PPVI]
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Theoretical Observational

Turbulent line broadening (CO, DCO+) smaller 
than expected from MHD turbulence  
[Flaherty+2015, 2017] 

Vertical dust settling stronger than expected 
from MHD turbulence [Pinte+2016]

Turbulence (if it exists) is much weaker than 
anticipated in the turbulent disc model

Key questions 

What drives accretion in protoplanetary discs? 

Which process is responsible for the large scale structures we observe?



Numerical technics
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Numerical method 
I- PLUTO- a finite volume shock-capturing code
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General conservative form

@tQ+r · F (Q) = 0

Integrate in space and time:

Qn+1
i = Qn

i + dt(Fn
i+1 � Fn

i )

x

t

tn

tn+1

xi xi+1

Fi Fi+1

Qn

Qn+1

Equations of motion
@t⇢+r · ⇢u = 0,

@t⇢u+r·
⇥
⇢uu+ c2s⇢+B2/2�B ⌦B

⇤
= �2⇢⌦⇥ u+ ⇢g,

@tB +r⇥
h
u⇥B + ⌘OJ + ⌘HJ ⇥ B̂ � ⌘AJ ⇥ B̂ ⇥ B̂

i
= 0

r ·B = 0

Flux are computed solving a 
Riemann problem  

[Mignone+ 2007, A&A 170:228]



Numerical method 
II- PLUTO- features & scalability
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CHAPTER 1. INTRODUCTION 13

Static Grid Adaptive Grid
serial parallel serial parallel

Python (> 2.0) yes yes yes yes
C compiler yes yes yes yes
C++ compiler – – yes yes
Fortran compiler – – yes yes
GNU make yes yes yes yes
MPI library – yes – yes
Chombo library – – yes yes
HDF5 library opt opt yes yes
PNG library opt opt – –

Table 1.1: Software requirements for different applications of PLUTO. Here “opt” stands for optional, ”serial“ refers to single-
processor runs and ”parallel“ to multiple-processor architectures.

Figure 1.1: Strong scaling of
PLUTO on a periodic domain
problem with 5123 grid zones. Left
panel: average execution time (in
seconds) per step vs. number of
processors. Right panel: speedup
factor computed as T1/TN where
T1 is the (inferred) execution time of
the sequential algorithm and TN is
the execution time achieved with N
processors. Code execution time is
given by black circles (+ dotted line)
while the solid line shows the ideal
scaling.

1.2 Directory Structure

Once unpacked, your PLUTO/ root directory should contain the following folders:

• Config/: contains machine architecture dependent files, such as information about C compiler,
flags, library paths and so on. Important for creating the makefile;

• Doc/: documentation directory;

• Lib/: repository for additional libraries;

• Src/: main repository for all *.c source files with the exception of the init.c file, which is left to the
user. The physics module source files are located in their respective sub-directories: HD/ (classi-
cal hydrodynamics), RHD/ (special relativistic hydrodynamics), MHD/ (magnetohydrodynamics),
RMHD/ (relativistic magnetohydrodynamics). Cooling, viscosity, thermal conduction and addi-
tional physics models are located under the folders with similar names (e.g. Cooling/, Viscosity/,
Thermal Conduction). The Templates/ directory contains templates for the user-dependent files such
as init.c, pluto.ini, makefile and definitions.h;

• Tools/: Collection of useful tools, such as Python scripts, IDL visualization routines and binary
conversion tools;

• Test Problem/: a directory containing several test-problems commonly used for code verification.

PLUTO should be compiled and executed in a separate working directory which may be anywhere on
your local hard drive.

Although most of the current algorithms can be considered in their final stable version, the code is
under constant development and updates are released once or twice per year. When upgrading to a

[PLUTO user guide]

very good scalability up to 30 000 cores

Code in ANSI C 
Solve HD/MHD/RelHD/RelMHD equations 
Open source ( http://plutocode.ph.unito.it/ ) 
MPI parallelisation 

http://plutocode.ph.unito.it


Numerical method 
III- Non ideal effect constrains
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A&A proofs: manuscript no. HallStrat

term rather than a true di↵usive term, we have instead incorpo-
rated the Hall e↵ect into the heart of the conservative integration
scheme.

We begin by writing Equations (1)–(3) in conservative form:

@U
@t
= r · F(U) + S(U), (A.1)

where U is a vector of conserved quantities, F is the conservative
flux function, and S is the source term function. The equations
of isothermal Hall-MHD dictate

U =

0
BBBBBBBBBBBBB@

⇢

⇢v
B

1
CCCCCCCCCCCCCA

and F(U) =

0
BBBBBBBBBBBBB@

⇢v
⇢vv � BB � pTI

vB � Bv � xH(JB � BJ)

1
CCCCCCCCCCCCCA
, (A.2)

where pT = ⇢c2
s � B2/2 is the total pressure and xH = ⌘H/B is

the control parameter for the Hall e↵ect.
In the above formulation, we have explicitly used J = r⇥ B

in the flux function, which implies that the flux depends upon
the conserved variables and their derivatives. This has dramatic
consequences on the mathematical nature of the Riemann prob-
lem since it is ill-defined in this formulation (to wit, if B is dis-
continuous, then J is not defined). Another way to see this is
to note that the linearised flux function, which defines the char-
acteristic speeds of the system, depends upon the wavelength
of the perturbation (due to the presence of whistler waves). If a
discontinuity appears in the flow, one obtains infinitely fast char-
acteristic speeds, which are, of course, unphysical.6 Because of
this mathematical di�culty, we have not found any sensible way
to derive accurate Riemann solvers, such as the Roe or HLLD
solvers. Instead, we follow Tóth et al. (2008) and implement an
HLL solver, which approximates the dynamics of Hall-MHD by
assuming that J is an external parameter (i.e., not related to B).
In doing so, we circumvent the di�culties exposed above at the
expense of large numerical di↵usivities.

The algorithm we designed to integrate Equations (A.1) and
(A.2) using Pluto is as follows:
1. Compute the primitive cell-averaged variables V from the

conserved variables U.
2. Reconstruct the primitive variables at the cell edges using

a “well-chosen” second-order, total-variation-diminishing
(TVD) spatial-reconstruction scheme (see below). This de-
fines a left state (VL) and a right state (VR) at each cell face.

3. Compute the left and right conserved variables UR/L from
VR/L.

4. Compute the face-centered J from the cell-averaged B us-
ing finite-di↵erence formulae. Care is taken at this stage to
apply the proper boundary conditions; shearing-sheet bound-
ary conditions have to be applied explicitly to the currents to
avoid spurious oscillations at radial boundaries due to inter-
polation errors.

5. Compute the left and right fluxes using the left and right
states and the face-centered current: FL/R = F(UL/R, J).

6. Compute the Godunov flux F⇤ using the whistler-modified
HLL solver (described below).

7. Evolve the conservative variables in time according to the
equations of motion (see Mignone et al. 2007 for details). If
constrained transport is used (Evans & Hawley 1988; Balsara
& Spicer 1999), then the Godunov flux is used to compute
the edge-centered electromotive forces (EMFs), which are
then used to evolve the magnetic field.

6 In a realistic plasma, the whistler wave speed is limited by finite Lar-
mor radius e↵ects that are excluded in the MHD approximation.

kℓH

ω
/
ω
H

100 101 102

100

101

102

103

Fig. A.1. Dispersion relation for whistler waves. Black line: analytical
prediction; circles: eigenfrequencies measured in Pluto using our im-
plementation of the Hall e↵ect.

To compute the Godunov flux F⇤, we follow the HLL
scheme by using the approximation

F⇤ = FL if S L > 0;
F⇤ = FR if S R < 0;

F⇤ =
S RS L(UR � UL) + S RFL � S LFR

S R � S L
otherwise,

where S L is the smallest algebraic signal speed for the left state
and S R is the largest algebraic signal speed for the right state.
Since we are solving the Hall-MHD equations, S R/L includes
both the fast magnetosonic speed and the whistler wave speed.
Therefore, we choose

S = v ±max(cf , cw),

where v is the flow speed, cf is the fast magnetosonic speed, and
cw is the whistler wave speed. As whistler waves are dispersive,
we choose cw to be equal to the whistler speed at the grid scale:

cw =

�����
xHB
2�x

����� +

s
✓ xHB

2�x

◆2
+

B2

⇢
,

where �x is the grid spacing in the direction under consideration.

Appendix A.2: Numerical tests

Appendix A.2.1: Linear dispersion relation

We test our integration scheme by first considering a simple con-
figuration with a uniform mean magnetic field B0 plus small si-
nusoidal perturbations �B? perpendicular to B0. We then com-
pute the frequency of the oscillation obtained in the code and
compare it to the theoretical dispersion relation (see KL13 for
details). The results are presented in Fig. A.1, where we have
quantified the Hall e↵ect by the Hall lengthscale `H and the Hall
frequency !H ⌘ vA/`H.

In these numerical calculations, the Nyquist frequency is
such that k`H = 80. We find very good agreement for the whistler
branch up to half of the Nyquist frequency. The non-propagating
ion-cyclotron wave is not obtained at large k because of the large
numerical dissipation: the dissipation rate of this wave is faster
than its oscillation period.
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Hall effect drives whistler waves 

whistler wave speed 
CFL stability condition on whistler waves implies:

cw / 1/⇤

�t <
�x

cmax
w

/ �x2

Hall cannot be treated implicitly 
(nonlinear term) 

Simulations including the Hall effect are very costly, even at 
moderate resolution (many time steps)

whis
tler

 bran
ch

[Lesur+2014]



Towards a new paradigm
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A little experiment
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An alternative solution: wind-driven accretion
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~1AU ~30AU

«Dead zone»

[Bai+ 2013, Lesur+ 2014, Simon+ 2015]

Large-scale magnetic field



Global simulations 
Numerical setup
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Disc including Ohmic diffusion, 
Hall effect & Ambipolar diffusion

Coronal heating (due to X-rays & F/E-UV) 
constant Tcorona>Tdisc Poloidal field threading 

the disc

Ionisation fraction 
computed on the fly 

from the density 
structure

3D grid 
Pluto code, static mesh 

refinement



Global Geometry
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W. Béthune et al.: Global simulations of protoplanetary disks with net magnetic flux. I.

Fig. 20. Same as Fig. 16 for run R1-P4 at t = 1000T0. The disk exhibits
both an accreting (inner) and a non-accreting (outer) region.

The region z < 2h is separated from the disk surface. Near
the midplane, it is the HSI that causes the growth of horizon-
tal magnetic field. Near the surface, the feedback loop corre-
sponds to the MRI: the accretion layers stretch Bz into Br, which
is sheared into B'; the resulting stressMz' removes angular mo-
mentum from the surface, thereby enhancing the accretion lay-
ers. Ambipolar di↵usion is responsible for the saturation of the
HSI in the midplane, and of the MRI at the disk surface.

4.4.4. Coexistence of accreting and non-accreting regions

All the cases presented so far were relatively symmetric with
respect to the disk midplane. In particular, the inward or out-
ward mass streams were located near the midplane. Yet we have
disks exhibiting both accreting and non-accreting behaviors at
the same time. We show the radial transition between two di↵er-
ent portions of the same disk in Fig. 20.

As mentionned in Sect. 4.1.2, the mass flux actually follows
the B' = 0 layer, where the electric current is extremal. The
transition from an accreting to a non-accreting disk region nec-
essarily comes with the current sheet reaching the surface of the
disk. In a region where B' has a non-accreting phase, there is
no magnetized outflow, and B' ⇡ 0 above the disk. In this case,
the mass flux follows closed circulation loops along the current
sheet, inward at the surface and outward in the midplane. At the
intersection with an accreting region, part of this mass flux is
reoriented into the wind, and part of it goes to the midplane.

Fig. 21. Averaged flow poloidal map for run R1-M3 (from 1 au to 10 au,
with moderate Bz < 0) from 800T0 to 1000T0; magnetic field lines are
sampled along the midplane, and the velocity field is indicated with
green arrows over the background toroidal field. The polar asymmetry
and the absence of B' sign reversal within the disk are obvious.

4.5. Vertical symmetry breaking

This section describes a spontaneous breaking of the up/down
symmetry identified in our simulations. It is related to the emer-
gence of a favored magnetic polarity over long time scales.

4.5.1. Overview

Within our stratified setup, the horizontal magnetic flux is free
to leave the disk in the vertical direction. One polarity can be
removed or amplified faster than the other, leaving the disk with
only one sign of B'. This was observed in stratified shearing-
box simulations (Lesur et al. 2014; Bai 2015), but considered
unlikely to be directly connected to a global flow geometry. Fo-
cusing on the horizontal magnetic field, we will refer to these as
even configurations with respect to the disk midplane in opposi-
tion to states showing an odd symmetry.

Such a configuration is illustrated in Fig. 21 for run R1-M3.
The entire disk sees B' < 0; the Keplerian and Hall shears ensure
that Br > 0 is also even about the midplane. In the inner half
of the northern corona, the magnetic field lines do not guide the
velocity field. Because the corona obeys ideal MHD, this implies
that this part of the flow is turbulent, resulting in an e↵ective
“turbulent di↵usion” for the time-averaged flow. On the contrary,
the outflow in the southern corona is very laminar and stationary.
A magnetic collimation e↵ect is observed in this hemisphere.
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Magnetic field topology Radial velocity

Accretion 
stream

Very weak disc 
turbulence

Wind

[Béthune, Lesur & Ferreira 2017]

10 AU 100 AU



Global simulations 
Accretion mechanism
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⌃hvri⇢ = � 1

@r [rhv'i]

✓
1

r
@r

⇥
2r2H(r)hTr'i

⇤
� r [hTz'i]+H

�H

◆

Angular momentum 
transported radially in the disc

Angular momentum 
extracted by the wind

= ⌧r = ⌧zWilliam Béthune et al.: Global simulations of protoplanetary disks with net magnetic flux
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Fig. 7. Accretion in the disk region of run R10-M3-C2 (fiducial), be-
tween r 2 [3, 8] r0; the actual mass flux (solid black) is decomposed
into radial (dashed blue) and vertical (red dots) torques as explicited in
Eq. (9); the sum is drawn (dashed cyan) to validate this decomposition.

4.1.4. Cold, magnetized wind

We have shown that a wind is launched by the outer half of the
disk, where the Maxwell stress transports angular momentum
from the disk to the corona. We qualify these winds as ‘cold’
since the ratio of sound speeds between the disk and the corona
is set to k = 2 (which corresponds to a factor 4 in temperature).

To characterize these winds, we first look at the dynamics of
a fluid element. We average every quantity in azimuth and time,
and compute the characteristic velocities along a streamline in
the poloidal plane. We recall the definition of the slow (minus
sign) and fast (plus sign) magnetosonic waves velocity:

v2
± ⌘

1
2

✓
v2

A + c2
s ±

q
(v2

A + c2
s)2 � 4c2

sv2
Ap

◆
, (15)

where the index p stands for the poloidal component of a vector.
These velocities are relevant only in the ideal MHD regime.

As apparent in Fig. 8, the fluid poloidal velocity monoton-
ically increases, and crosses all characteristic MHD velocities.
Surprisingly, the fast-magnetosonic point is located right before
the domain boundary. The same is true in several, but not all
runs (see for example Fig. 13). This fact was already observed
in stratified, shearing-box simulations (Fromang et al. 2013). It
indicates that our boundary conditions are still, somehow, con-
straining the flow structure down to the disk in this run.

The mass transported by the wind is computed via Eq. (10).
We estimate its average value ṁW ⇡ 2.6 ⇥ 10�4 in code units,
corresponding to approximately 2.3⇥ 10�7 M�. yr�1 for this run.

We compute separately the acceleration ap ⌘ vp@pvp, and the
acceleration caused by the forces F along the streamline. These
include the thermal pressure gradient, the Lorentz force, and the
inertial force due to gravitational and centrifugal accelerations:

Finertia ⌘ �⇢
⇣
r� + v · rv � vp@pvp

⌘
. (16)

We present the resulting accelerations F/⇢ in Fig. 9, normalized
by the Keplerian value aK ⌘ v2

K/r at the streamline base. The
sum of the forces decently reproduces the true acceleration, in
spite of the variability of the flow. The thermal pressure gradient
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Fig. 8. Velocities projected on a streamline passing through (r = 6r0, z =
5h) in run R10-M3-C2 (fiducial), averaged from 400T0 to 500T0, and
normalized by the Keplerian velocity at the launching radius vK0; flow
velocity v (solid black), sound speed cs (dashed orange), Alfvén velocity
vA (dashed green), slow magnetosonic speed v� (dashed blue) and fast
magnetosonic speed v+ (red dots).

helps accelerating the flow, but it is significantly weak than the
Lorentz force. The latter barely compensates the inertial term,
resulting in an overall small wind acceleration ap/aK0 . 2%.
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Fig. 9. Acceleration along a streamline passing through (r = 6r0, z =
5h) in run R10-M3-C2 (fiducial), averaged from 400T0 to 500T0, nor-
malized by the Keplerian acceleration aK0 at the streamline base. The
sum of the di↵erent forces (dashed cyan) is shown to validate this de-
composition.

We split the specific angular momentum of a fluid element
into its matter and magnetic contributions:

j ⌘ rv'|{z}
matter

� rB'/|{z}
magnetic

, (17)

where  ⌘ ⇢vp/Bp is the ratio of mass over magnetic flux along
the streamline. Both j and  should be invariant along stream-
lines for stationary, axisymmetric, ideal MHD flows (Chan-
drasekhar 1956; Pelletier & Pudritz 1992). We show in Fig. 10
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Fig. 24. Vertical profiles in run R1-P2, averaged in time between 120T0
and 130T0, and in spherical radius between 5.5r0 and 6r0; upper panel:
sonic Mach number for the radial Alfvén velocity (solid blue) and elec-
tron minus ion velocity, normalized by the Keplerian velocity (dashed
red); lower panel: induction of radial magnetic field.

4.6.1. Overview

We illustrate in Fig. 25 the morphology of the flow in run R1-P2.
We see a series of density bumps in the disk, radially separated
by approximately the local disk thickness 2H. The magnetic flux
is concentrated in low density regions, and this foliation is main-
tained in both coronae. Some magnetic flux accumulations can
momentarily be as narrow as eight grid cells in the disk.
However, with a magnetic Reynolds number RA ⇡ 3, we be-
lieve that this width is primarily attributed to physical dif-
fusivity and not numerical di↵usion. This run also displays
an even B' symmetry, causing the tilting of magnetic field lines
through the disk. As in run R1-M3 (cf. Fig. 21), ejection is ther-
mally driven in the northern corona, and magnetically enhanced
in the southern one.

Density and magnetic field fluctuations are anti-correlated.
Table 3 shows that runs with Bz < 0 or � > 5⇥103 do not exhibit
such structures. These are the runs in which the disk midplane is
Hall-shear stable, or has linear growth rates smaller than 0.01⌦.
Because our 3D simulations were integrated over shorter time
intervals, the indicated number of zonal flows cannot directly be
compared between equivalent 2D and 3D runs.

4.6.2. Self-organization mechanism

The induction of Bz is governed by the toroidal electromotive
force (EMF), the same as in Eq. (21):

*
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E
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, (23)

Fig. 25. Averaged flow poloidal map for run R1-P2 (from 1au to 10au,
with strong Bz > 0), from 500T0 to 700T0; magnetic field lines are
sampled along the midplane, and the velocity field is indicated with
green arrows over the background density field. Magnetic field lines are
accumulated in low density rings.

so the average Bz increases in time where E' decreases with ra-
dius. The ideal, Hall and ambipolar EMFs can be expressed as:

EI ⌘ �v ⇥ B, EH ⌘ `H J ⇥ B, EA ⌘ ⌘A J?, (24)

J? ⌘ J �
 

J · B
B · B

!
B. (25)

The first panel of Fig. 26 shows the anti-correlated fluctu-
ations of density and magnetic field. In the second panel, we
plot the averaged EMFs. The Ohmic contribution has been omit-
ted, for it is negligible and cannot confine magnetic flux. The
ideal term EI' increases with radius at the location of each mag-
netic field concentration. The velocity field thus acts as a turbu-
lent di↵usion. The ambipolar term precisely balances the ideal
one, so it decreases with radius at the location of each band.
This was already noted by Bai & Stone (2014) (see their Fig.
8). Ambipolar di↵usion is therefore responsible for the accu-
mulation of Bz. Apart from being negligible by a factor 50, the
Hall term acts against the accumulation of magnetic flux. Hall-
driven self-organization requires the magnetic stress and flux
to be anti-correlated (Kunz & Lesur 2013). This is possible
in non-stratified simulations, when the net magnetic flux be-
comes strong enough to stabilize the HSI. In stratified simu-
lations, the wind-driven stress �B'Bp is known to correlate
with the net magnetic flux for � � 1 (Lesur et al. 2014). Self-
organization can thus be inhibited if the wind drives the mag-
netic stress in Hall-shear stable (i.e. strong field) regions.
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Fig. 26. Radial profiles in run R1-P2, vertically averaged through the
disk from 500T0 to 700T0; first panel: density (solid blue) and vertical
magnetic field (dashed red), normalized by their initial profiles; second
panel: ideal (solid blue) ambipolar (dashed red) and Hall (black dots,
multiplied by 50 for visibility) electromotive forces, given by Eq. (24);
third panel: toroidal component of the electric current J' (solid blue),
and of its projection J?' normal to the magnetic field; the vertical lines
mark the location of magnetic field maxima.

Fig. 27. Ambipolar-driven self-organization mechanism: the electric
current J is mainly radial, and the magnetic field B is mainly toroidal;
as a result, the signs of J' and J?' are opposed; this is equivalent to a
negative di↵usivity for Bz (cf. Eq. (24)).

The direction of the ambipolar EMF is given by the elec-
tric current projected perpendicularly to the local magnetic field.
Upon projection, the sign of the toroidal component J?' can be-
come opposed to the sign of J'. This is what happens in our
simulations featuring zonal flows, as shown in the bottom panel

of Fig. 26. In this case, the toroidal component of EA yields a
negative e↵ective resistivity (cf. Eq. (24)).
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Fig. 28. Radial profiles of normalized stress in R1-P2, averaged in time
between 500T0 and 700T0.

The typical configuration occurring in such simulations is
sketched in Fig. 27. The magnetic field is mainly toroidal in the
disk, and the dominant component of J is the radial one. The
signs of J' and J?' are opposed, and they remain opposed when
flipping the orientation of J and/or B. Note that ambipolar dif-
fusion remains a dissipative process when considering all three
spatial directions. With J? ' Jr and @' ' 0, the di↵usion oc-
curs primarily on B' in the vertical direction. We verified that
the same sign inversion occurred in the ambipolar run ABS pre-
sented by Béthune et al. (2016), which also featured magnetic
flux concentrations without Hall drift.

We show in Fig. 28 the radial profiles of magnetic stress in
the saturated state containing zonal flows. The radial stressMr'
is maximal in regions of magnetic field accumulation. The re-
sulting stress divergence pushes mass away from stress maxima,
causing the observed anti-correlation between Bz and ⇢.

4.6.3. Hydrodynamic properties and saturation mechanism

Zonal flows refer to quasi-steady deviations from the Keplerian
rotation profile of the disk. We characterize these by the fluctu-
ations of angular velocity ⌦ relative to the Keplerian one ⌦K,
and by the dimensionless shear q ⌘ @ log⌦/@ log r. The radial
profiles of these two diagnostics are drawn in Fig. 29 for run
R1-P2, showing five distinct oscillations. Since � � 1, magnetic
pressure gradients do not provide a significant support against
gravity. Given the density fluctuations, the deviations from a Ke-
plerian profile follow the condition of geostrophic equilibrium:

v0' ⌘ v' � vK '
c2

s

2⌦K

1
⇢0

@

@r
⇥
⇢ � ⇢0

⇤
(26)

One important issue regarding zonal flows is their ability to
trap dust particles (Weidenschilling 1977). Several objects have
now revealed axisymmetric structures in their dust distribution,
such as rings and gaps (Brogan et al. 2015; Nomura et al. 2016).
One possible scenario involves zonal flows. Dust particles un-
dergo a drag force from the gas as they orbit the star at the
local Keplerian velocity, whereas the gas can rotate slower or
faster depending on its radial pressure gradient. If the gas rotates
faster, it will transfer angular momentum to the dust and make it
migrate outward, or inward if it rotates slower. Dust grains are
thus accumulated in pressure maxima. We prove in Fig. 29 that
the zonal flows produced in our simulations are actually able to
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Fig. 26. Radial profiles in run R1-P2, vertically averaged through the
disk from 500T0 to 700T0; first panel: density (solid blue) and vertical
magnetic field (dashed red), normalized by their initial profiles; second
panel: ideal (solid blue) ambipolar (dashed red) and Hall (black dots,
multiplied by 50 for visibility) electromotive forces, given by Eq. (24);
third panel: toroidal component of the electric current J' (solid blue),
and of its projection J?' normal to the magnetic field; the vertical lines
mark the location of magnetic field maxima.

Fig. 27. Ambipolar-driven self-organization mechanism: the electric
current J is mainly radial, and the magnetic field B is mainly toroidal;
as a result, the signs of J' and J?' are opposed; this is equivalent to a
negative di↵usivity for Bz (cf. Eq. (24)).

The direction of the ambipolar EMF is given by the elec-
tric current projected perpendicularly to the local magnetic field.
Upon projection, the sign of the toroidal component J?' can be-
come opposed to the sign of J'. This is what happens in our
simulations featuring zonal flows, as shown in the bottom panel

of Fig. 26. In this case, the toroidal component of EA yields a
negative e↵ective resistivity (cf. Eq. (24)).
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Fig. 28. Radial profiles of normalized stress in R1-P2, averaged in time
between 500T0 and 700T0.

The typical configuration occurring in such simulations is
sketched in Fig. 27. The magnetic field is mainly toroidal in the
disk, and the dominant component of J is the radial one. The
signs of J' and J?' are opposed, and they remain opposed when
flipping the orientation of J and/or B. Note that ambipolar dif-
fusion remains a dissipative process when considering all three
spatial directions. With J? ' Jr and @' ' 0, the di↵usion oc-
curs primarily on B' in the vertical direction. We verified that
the same sign inversion occurred in the ambipolar run ABS pre-
sented by Béthune et al. (2016), which also featured magnetic
flux concentrations without Hall drift.

We show in Fig. 28 the radial profiles of magnetic stress in
the saturated state containing zonal flows. The radial stressMr'
is maximal in regions of magnetic field accumulation. The re-
sulting stress divergence pushes mass away from stress maxima,
causing the observed anti-correlation between Bz and ⇢.

4.6.3. Hydrodynamic properties and saturation mechanism

Zonal flows refer to quasi-steady deviations from the Keplerian
rotation profile of the disk. We characterize these by the fluctu-
ations of angular velocity ⌦ relative to the Keplerian one ⌦K,
and by the dimensionless shear q ⌘ @ log⌦/@ log r. The radial
profiles of these two diagnostics are drawn in Fig. 29 for run
R1-P2, showing five distinct oscillations. Since � � 1, magnetic
pressure gradients do not provide a significant support against
gravity. Given the density fluctuations, the deviations from a Ke-
plerian profile follow the condition of geostrophic equilibrium:

v0' ⌘ v' � vK '
c2
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(26)

One important issue regarding zonal flows is their ability to
trap dust particles (Weidenschilling 1977). Several objects have
now revealed axisymmetric structures in their dust distribution,
such as rings and gaps (Brogan et al. 2015; Nomura et al. 2016).
One possible scenario involves zonal flows. Dust particles un-
dergo a drag force from the gas as they orbit the star at the
local Keplerian velocity, whereas the gas can rotate slower or
faster depending on its radial pressure gradient. If the gas rotates
faster, it will transfer angular momentum to the dust and make it
migrate outward, or inward if it rotates slower. Dust grains are
thus accumulated in pressure maxima. We prove in Fig. 29 that
the zonal flows produced in our simulations are actually able to
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Fig. 30. Space-time diagram of vertically and azimuthally averaged �z
in runs R1-P3 (upper panel) and 3D-R1-P3 (lower panel); only the first
300T0 of the two-dimensional run are shown.

bound for the shear, as if any deviation q < �2 would instantly
reorganize the flow to prevent hydrodynamic instability. How-
ever, we do not observe any evidence of purely hydrodynamic
turbulence in these simulations. The disk therefore never crosses
the Rayleigh line.

4.6.4. Three-dimensional simulations

We now ascertain that these structures are not restricted to two-
dimensional simulations. The formation of axisymmetric rings
in run R1-P3 and in its three-dimensional equivalent run 3D-
R1-P3 are shown in Fig. 30. We observe the emergence of zonal
flows on the same time-scale at about the same location, and with
the same radial separation. The structures form very early in the
simulation (50T0 at 4r0, i.e., five local orbits), the contrast in �z ⌘

2P/B2
z increases in time up to two orders of magnitude. They

evolve over hundreds of local orbits, but we still count seven
bands in run R1-P3 after 1000T0.
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Fig. 31. Symmetry coe�cients �' and ◆' in our set of 2D simula-
tions, averaged over representative time intervals; colors indicate the
initial midplane magnetization �, blue corresponding to Bz < 0; runs
in [1, 10] au are plotted with circles, runs in [10, 100] au are plotted
with squares; di↵erent background colors correspond to di↵erent disk-
corona temperature contrast k; the error bars correspond to standard de-
viations over time.

The present self-organization phenomenon is thus not in-
hibited in three-dimensional simulations. Regarding the non-
axisymmetric stability of these structures, they could be Rossby
wave unstable for the criterion given by Lovelace et al. (1999).
Nevertheless, run 3D-R1-P3 proves that they are stable over
20 local orbits to all modes fitting in a quarter disk. Three-
dimensional simulations of a full disk with an increased reso-
lution and/or a less di↵usive numerical scheme will be required
to confirm their stability over long time scales.

5. Discussion

5.1. Large-scale configuration of the magnetic field

We gather the symmetry coe�cients �' and ◆' from Table 3,
and plot them in Fig. 31. We distinguish three populations in
this area. Runs with Bz < 0 are the only ones on the right half
of the figure (�' > 0), i.e., overall loosing angular momentum
in the wind and therefore accreting. The blue square associated
with run R10-M3 is close to the origin, because its outer half is
accreting while the inner half is non-accreting. On the left side
�' < 0, we find runs with a positive and weak magnetic field.
The third population is located near (�', ◆') ⇡ (0,±1), i.e., only
one sign of B' in the disk, accreting in one hemisphere and non-
accreting on the other. These runs mostly have Bz > 0 and a
strong magnetization �  5 ⇥ 103.

It is tempting to see a correlation between the sign of Bz
and the presence of magnetized outflows. However, we believe
that this correlation is fortuitous. Indeed, the vertical phase of B'
seems to be set at least partially by the noise injected in our initial
conditions. This is illustrated in Fig. 32 showing the evolution of
B' as a function of time. From 10T0 to 40T0, the MRI amplifies
B' at z ⇡ 3h, causing �' to alternate from positive to negative
as the instability saturates and eventually settles with �' > 0. In
this example, �' > 0 is clearly set by the initial phase and satu-
ration mechanism of the most unstable MRI mode, which itself
depends on how the MRI was initially seeded.
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Fig. 24. Vertical profiles in run R1-P2, averaged in time between 120T0
and 130T0, and in spherical radius between 5.5r0 and 6r0; upper panel:
sonic Mach number for the radial Alfvén velocity (solid blue) and elec-
tron minus ion velocity, normalized by the Keplerian velocity (dashed
red); lower panel: induction of radial magnetic field.

4.6.1. Overview

We illustrate in Fig. 25 the morphology of the flow in run R1-P2.
We see a series of density bumps in the disk, radially separated
by approximately the local disk thickness 2H. The magnetic flux
is concentrated in low density regions, and this foliation is main-
tained in both coronae. Some magnetic flux accumulations can
momentarily be as narrow as eight grid cells in the disk. How-
ever, with a magnetic Reynolds number RA ⇡ 3, we believe that
this width is primarily attributed to physical di↵usivity and not
numerical di↵usion. This run also displays an even B' symme-
try, causing the tilting of magnetic field lines through the disk.
As in run R1-M3 (cf. Fig. 21), ejection is thermally driven in the
northern corona, and magnetically enhanced in the southern one.

Density and magnetic field fluctuations are anti-correlated.
Table 3 shows that runs with Bz < 0 or � > 5⇥103 do not exhibit
such structures. These are the runs in which the disk midplane is
Hall-shear stable, or has linear growth rates smaller than 0.01⌦.
Because our 3D simulations were integrated over shorter time
intervals, the indicated number of zonal flows cannot directly be
compared between equivalent 2D and 3D runs.

4.6.2. Self-organization mechanism

The induction of Bz is governed by the toroidal electromotive
force (EMF), the same as in Eq. (21):
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so the average Bz increases in time where E' decreases with ra-
dius. The ideal, Hall and ambipolar EMFs can be expressed as:

EI ⌘ �u ⇥ B, EH ⌘ `H J ⇥ B, EA ⌘ ⌘A J?, (24)

J? ⌘ J �
 

J · B
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Fig. 25. Averaged flow poloidal map for run R1-P2 (from 1 au to 10 au,
with strong Bz > 0), from 500T0 to 700T0; magnetic field lines are
sampled along the midplane, and the velocity field is indicated with
green arrows over the background density field. Magnetic field lines are
accumulated in low density rings.

The first panel of Fig. 26 shows the anti-correlated fluctua-
tions of density and magnetic field. In the second panel, we
plot the averaged EMFs. The ohmic contribution has been omit-
ted for it is negligible and cannot confine magnetic flux. The
ideal term EI' increases with radius at the location of each mag-
netic field concentration. The velocity field thus acts as a turbu-
lent di↵usion. The ambipolar term precisely balances the ideal
one, so it decreases with radius at the location of each band.
This was already noted by Bai & Stone (2014; see their Fig. 8).
Ambipolar di↵usion is therefore responsible for the accumu-
lation of Bz. Apart from being negligible by a factor 50, the
Hall term acts against the accumulation of magnetic flux. Hall-
driven self-organization requires the magnetic stress and flux
to be anti-correlated (Kunz & Lesur 2013). This is possible in
non-stratified simulations, when the net magnetic flux becomes
strong enough to stabilize the HSI. In stratified simulations, the
wind-driven stress �B'Bp is known to correlate with the net
magnetic flux for � � 1 (Lesur et al. 2014). Self-organization
can thus be inhibited if the wind drives the magnetic stress in
Hall-shear stable (i.e., strong field) regions.

The direction of the ambipolar EMF is given by the elec-
tric current projected perpendicularly to the local magnetic field.
Upon projection, the sign of the toroidal component J?' can be-
come opposed to the sign of J'. This is what happens in our
simulations featuring zonal flows, as shown in the bottom panel
of Fig. 26. In this case, the toroidal component of EA yields a
negative e↵ective resistivity (cf. Eq. (24)).
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4.3.1. Dust trapped in rings

First, zonal flows or annular structures are expected to have an
e↵ect on the dust radial distribution. Indeed, they correspond to
gas pressure maxima in isothermal discs, which are known to
collect dust particles and play a fundamental role in the forma-
tion of planetesimals. To concentrate dust in the radial direction,
the drift associated to the pressure maxima has to be stronger
than the radial turbulent di↵usion of grains. Since the drift veloc-
ity is directly proportional to St (in the limit St ⌧ 1), we expect
that dust will be e�ciently concentrated into radial bands for suf-
ficiently large values of the Stokes number. The dependence of
the process on � is however less clear. If the radial zonal density
structures are less prominent in the low magnetization regime,
the turbulent di↵usion might be also weaker. Assuming that the
dust rings form, another unknown is the stability of these struc-
tures. One might ask whether they reach a steady configuration
before the dust to gas ratio becomes excessively high and leads
to instabilities (e.g. the streaming instability).

To address these questions, we show in Fig. 8 (second, third
and fourth rows) the radial density distribution of the dust as
a function of time, for St = 0.1, 0.01 and 0.001 and di↵erent
�. For � = 105 (left column), the grains concentrate into very
thin radial bands, spaced out by less than a scaleheight H in the
radial direction. As expected, the concentration is stronger for
the largest particles (high St). For St = 0.1, the density contrast
can be quite high, of order 1000, while for St = 0.001, it is never
greater than a factor 2. Although the density contrasts are pretty
high, the dust to gas ratio remains bounded and smaller than
0.06. For higher magnetization, (� = 104 and � = 103), dust
rings also form, with density contrast and concentration much
higher than in the case � = 105 but with similar dependence on
the Stokes number. Moreover, the spacing between the rings is
larger than H and comparable to the box size. In particular for
the largest magnetization (� = 103) and St = 0.1, all the dust
material accumulates into one single narrow band with averaged
dust to gas ratio ⇠ 0.3. In this particular case, the stability of the
ring is not guaranteed as its density keeps growing in time, even
after 300 ⌦�1. The evolution of such structure with high dust
concentration is hard to predict from our simulations, since the
bi-fluid assumption is not valid anymore when ⇢d/⇢ ' 1.

We check that in most cases, the location where the dust is
trapped corresponds to a gas pressure maximum (for compari-
son, we plotted the radial density profiles of the gas in the top
panels of Fig. 8). However, for small St, some rings develop out-
side gas pressure maxima, like the upper one in the right panels
of Fig. 8, for St = 0.01 (� = 103). Actually, they correspond
to locations nearby magnetic shells where Bz is strong. At these
radii, the radial velocity associated with the steady zonal MHD
structure is strong enough to advect and concentrate the small
dust particles. This occurs because the gas velocity exceeds the
radial drift velocity due to the local pressure gradients.

4.3.2. Dust vertical circulation

In the previous paragraph, we showed that zonal flows directly
impact the radial dust distribution by e�ciently concentrating
the grains. But do they also impact vertical settling? First, the
stopping time in the density (or pressure) maxima is reduced so
that the e↵ect of gravitational settling is weaker. We checked that
the dust layer is pu↵ed up in these regions (and shrinked in the
density minima by using similar arguments). Note however that
this e↵ect, when averaged in x, should not change significantly

Fig. 9. Top panel: gas density (colormap) and poloidal streamlines (cyan
lines) showing the outflow topology. The line thickness accounts for the
norm of the velocity. Center panel: dust density (colormap) and poloidal
streamlines for St = 0.01. The thickness of the arrows accounts for the
norm of the mass flux ⇢dud. Lower panel: same for St = 0.001.

the mean vertical dust profile. Another and more subtle e↵ect
originates from the wind topology and vertical structure of the
zonal MHD flow. The top panel of Fig. 9 shows the gas density
and poloidal streamlines averaged in time and y, for � = 103.
We see that the wind flow is not distributed uniformly along x.
Instead, a strong and coherent windy plume emanates from the
right part of the box where ⇢ is minimum and Bz is maximum
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4.3.1. Dust trapped in rings
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the Stokes number. Moreover, the spacing between the rings is
larger than H and comparable to the box size. In particular for
the largest magnetization (� = 103) and St = 0.1, all the dust
material accumulates into one single narrow band with averaged
dust to gas ratio ⇠ 0.3. In this particular case, the stability of the
ring is not guaranteed as its density keeps growing in time, even
after 300 ⌦�1. The evolution of such structure with high dust
concentration is hard to predict from our simulations, since the
bi-fluid assumption is not valid anymore when ⇢d/⇢ ' 1.

We check that in most cases, the location where the dust is
trapped corresponds to a gas pressure maximum (for compari-
son, we plotted the radial density profiles of the gas in the top
panels of Fig. 8). However, for small St, some rings develop out-
side gas pressure maxima, like the upper one in the right panels
of Fig. 8, for St = 0.01 (� = 103). Actually, they correspond
to locations nearby magnetic shells where Bz is strong. At these
radii, the radial velocity associated with the steady zonal MHD
structure is strong enough to advect and concentrate the small
dust particles. This occurs because the gas velocity exceeds the
radial drift velocity due to the local pressure gradients.

4.3.2. Dust vertical circulation

In the previous paragraph, we showed that zonal flows directly
impact the radial dust distribution by e�ciently concentrating
the grains. But do they also impact vertical settling? First, the
stopping time in the density (or pressure) maxima is reduced so
that the e↵ect of gravitational settling is weaker. We checked that
the dust layer is pu↵ed up in these regions (and shrinked in the
density minima by using similar arguments). Note however that
this e↵ect, when averaged in x, should not change significantly

Fig. 9. Top panel: gas density (colormap) and poloidal streamlines (cyan
lines) showing the outflow topology. The line thickness accounts for the
norm of the velocity. Center panel: dust density (colormap) and poloidal
streamlines for St = 0.01. The thickness of the arrows accounts for the
norm of the mass flux ⇢dud. Lower panel: same for St = 0.001.

the mean vertical dust profile. Another and more subtle e↵ect
originates from the wind topology and vertical structure of the
zonal MHD flow. The top panel of Fig. 9 shows the gas density
and poloidal streamlines averaged in time and y, for � = 103.
We see that the wind flow is not distributed uniformly along x.
Instead, a strong and coherent windy plume emanates from the
right part of the box where ⇢ is minimum and Bz is maximum
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ALMA constraints by Pinte et al. 2016 (0.87-2.9 mm)

Fig. 18. Vertical density profile of the millimetre dust simulated at 30
AU (St ' 0.025) and comparison with ALMA observations. The red
profile corresponds to our simulation with � = 103 and ambipolar dif-
fusion (Am = 1). The purple profile is that obtained in the ideal (zero
net flux) MRI simulation of Fromang et al. (2006) for the same Stokes
number. The orange area corresponds to the range of profiles compati-
ble with the 0.87-2.9 mm dust continuum emission measured by ALMA
(Pinte et al. 2016). To help the comparison, the density profiles are all
normalized with ⇢0 = 1; the gas profile is represented by a blue line. The
x-axis unit is in AU, the conversion is about 1H ' 2.5 AU at R = 30
AU.

200 for � = 103. Hence, the gas transport is always much larger
than the vertical dust transport. This in contrast with ideal MRI
turbulence simulations (either zero or non-zero net vertical flux)
for which typical Schmidt number is never larger than 10 (Jo-
hansen et al. 2006; Fromang et al. 2006). We can interpret this
result as a consequence of enhanced Maxwell to Reynolds stress
ratio at large Bz (see Section 3.1). In fact, in non-ideal MHD
flows, angular momentum is mainly extracted through coronal
winds and laminar Mawell stress, while dust is more sensitive to
turbulent gas motions. Note that the large S c found in our sim-
ulations, as well as the the small Hd/H and ⌧corr⌦ ' 0.5, seem
incompatible with the recent non-ideal MHD simulations of Zhu
et al. (2015) with ambipolar di↵usion. Indeed in their case, they
found S c . 1 and di↵usion coe�cients 10 to 20 times larger than
ours. The main di↵erence between their simulations and ours is
the vertical and radial box size (they used Lx = 4H, Lz = 6H.
while we use a larger domain with Lx = 8H, Lz = 12H). We ran
few simulations by varying both Lx and Lz and found that the
discrepancy is mainly due to the vertical extent Lz. The reason is
that the wind properties, in particular its strength and mass loss
rate, depend strongly on the the vertical extent of the box (Fro-
mang et al. 2013). We checked that for a box of size Lz = 6H,
the vertical r.m.s turbulent fluctuations are stronger by a factor
almost 2 and the wind by a factor 3-4, compared to the case
Lz = 12H. This leads to a much higher di↵usion coe�cient and
a ratio Hd/H three time larger. We emphasize that the conver-
gence of the outflow properties with Lz is probably not reached
even for Lz = 12H. The ratio Hd/H may therefore be slightly
over-estimated by our simulations. To avoid such bias, it is nec-
essary to model the wind in a global way and characterize the
dust settling in global simulations, which will be the object of a
future paper.

6.2. Vertical settling and comparison with ALMA

observations

We compare here the dust scaleheight Hd measured in our
simulations with that inferred from observations. We discuss
also about the limitations of such comparison. Most of the
constraints available today on Hd come from the sub-millimetre
ALMA observations of T-Tauri discs like HL-Tau (Pinte et al.
2016). These constraints, based on the measure of the rings
contrast, suggest that sub-millimetre particles are contained in
a geometrically thin disc with scale height between 0.7 and 2
AU at 100 AU. If we assume that the ratio Hd/H does not vary
strongly with R and consider disc aspect ratio H/R ' 0.1 at
R = 100AU (suggested by Pinte et al. 2016, for HL Tau), we
find Hd/H ' 0.07 � 0.2.

Using either the MMSN model or current estimation
of disc surface density profiles, it is possible to show that
sub-millimetre dust particles measured by ALMA lies into
the range St = 0.005 � 0.01 at 30 AU (see Section 2.3). To
obtain this range, we have considered that most of the emission
in the band 6-7 of ALMA (with wavelength � ' 1 mm) is
due to particles of size a ' �/(2⇡) ' 160 µm (Kataoka et al.
2017). For such St, our simulations with ambipolar di↵usion
indicate that the dust is contained within Hd ' 0.11 � 0.19H,
depending on the magnetization of the disc. This scaleheight is
then compatible with observation. To facilitate the comparison,
we superimpose in Fig. 18 the normalized density profile in
z obtained numerically at � = 103 , St = 0.01 (red line) and
a surface (in orange) covering the range of Gaussian profiles
estimated by the observations of Pinte et al. (2016). Note that
the profiles obtained for smaller � lies only marginally within
the error bar. We stress that the scaleheights considered here are
4 to 10 times smaller than those found in ideal MRI simulations
(Fromang & Papaloizou 2006). In particular, the typical vertical
di↵usion coe�cient in this case (' 5.5 ⇥ 10�3) is 20 times
larger than those obtained in our simulations with ambipolar
di↵usion. All these results are indications that the dynamics
of discs like HL-Tau, in regions beyond 1 AU, is strongly af-
fected by non-ideal MHD processes such as ambipolar di↵usion.

There are however many caveats associated with such
comparison. First the uncertainties on the gas surface density in
the outer regions can be more important than those estimated.
The current MMSN models and the observations can di↵er by
one order of magnitude at most. We have also assumed that the
dust to gas scaleheight ratio Hd/H does not vary with radius,
which is a crude approximation. In reality, it may encounter
large variations between 30 AU and 100 AU, either due to radial
variation of turbulence strength or local change in the gas to
dust ratio (Pinte et al. 2016). The estimation of Hd from the
rings contrast is also largely arguable, since it depends on the
dust opacities and radiative transfer used in the synthesized
model of the disc. High resolution imaging of edge-on discs is
probably a better and promising avenue to measure directly the
dust scaleheight. Finally, although disc emission at � = 1mm
peaks around a ' 150 µm, there is a wide range of particles size
from 50 µm to 500 µm that also contributes, to a lesser extent, to
such emission. Since particles are not distributed uniformly in
size in real discs, there is potentially a bias in our estimation of
the Stokes number at 30 AU. This last issue however should not
change drastically the conclusions of the present work.
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It is possible to reconcile observed accretion 
rates and lack of turbulence, with a 
magnetised wind launched from the ionised 
surface 

Self-organisation is a natural consequence 
of surface winds, which could explain some 
of the observed « ring » features 

Conclusions and take home message

Observations indicates that discs are 
weakly turbulent, but are accreting 

The inclusion of all non-ideal MHD effects 
leads to an extended dead zone. Only 
the disc surface « sees » magnetic fields.
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W.-F. Thi: MRI in protoplanetary disks
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Fig. 8. The Elsasser Ohm number is shown in the upper panels for the DIANA typical disk and. The white contours corresponds the location of the
total charge in the disk. The middle panels show the ambipolar di↵usion number in the disk models. The location where the C and C+ abundances
are equal are overplotted in red. The criterion for all modes to be damped is shown in the lower panels. The lefts panels are models with �mid=104

and the right panels are models with 106.14

extended dead zone

12.4 - Self-organisation 97

shows that the poloidal field lines are concentrated in low-density regions. Hence, magnetic
e↵ects are playing a very important role in the mechanism.

Figure 44: Left: self organisation in a simulation with �mid = 102 computed in 2.5D. The
density is represented in colormap while magnetic field lines are in white lines and velocity
field is shown in green arrows. Notice that field lines are accumulated in regions of reduced
density in the midplane. Figure from (Béthune et al. 2017). Right: volume rendering of a
similar model, this time computed in full 3D. Note that the flow remains axisymmetric.

It is possible to identify which process is responsible for self-organisation by looking
closely at the non-ideal induction equation. It is then found that ambipolar di↵usion is the
only term responsible for the accumulation of magnetic flux in narrow regions, while Ohm
and Hall e↵ects are both di↵using the field away (Béthune et al. 2017). Hence, despite the
presence of a rather strong Hall e↵ect in these simulations, it is not the Hall-driven self-
organisation which is at work in these models but ambipolar driven self-organisation. In
essence, the mechanism seems to be similar to the one driving self-organisation in stratified
shearing box models subject to ambipolar di↵usion only (Bai 2015). The local configuration
found in the global simulations is indeed identical to the configuration found in shearing boxes
(see Fig. 39), making the shearing box model a valuable tool to understand self-organisation
in this regime.

Unfortunately, there is today no general theory predicting in which situation self-
organisation is occurring nor what are the general properties of the structures which are
formed.

Accretion stream

Very weak disc turbulence

Wind



Prospective for HPC

Need for fast methods for non-ideal MHD effects (sub-cycling on GPUs?, 
but needs development and testing. Who does it? who maintains it?) 

Lots of data (several TB for each run). In-lab visualisation becomes 
problematic. Long time storage not necessary. 

Need a place to « experiment » (Mésocentres?)
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