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Planet-disk interaction

Rotating gaseous protoplanetary
disk
Planet wake
Planet migration
Architecture of planetary system
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How to study numerically planet-disk interaction ?

Grid geometry & resolution
Equations
Disk density profile
Keplerian rotation!CFL
Planet potential
Boundary conditions
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Why ?
Track bugs
Test codes against more
realistic problems
Provide integration tests for
codes

Some examples :
Impact codes
fluid mechanics codes
de Val-Boro et al. 2006

550 M. de Val-Borro et al.

Figure 19. Vortensity contours in logarithmic scale after 100 orbits for the inviscid Neptune calculations. The vortensity range is −0.1 < log(ζ ) < 1.

C⃝ 2006 The Authors. Journal compilation C⃝ 2006 RAS, MNRAS 370, 529–558
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How ?

«Anything left vague will be done in different ways by different

groups» (de Val-Boro et al. 2006)

Choose the setup (meeting in UNAM/F.Masset) : initial
condition, equations, resolution, boundary conditions, planet
potential
! shared document that can be modify by anyone
Choose the output
! give python/IDL script
Open to any code
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The 4 setups

Short run Long run Adiabatic Moving planet

Resolution 816 ⇥ 80 ⇥ 3136 192 ⇥ 80 ⇥ 1568 368 ⇥ 3136 816 ⇥ 3136

�r 1.72 0.7 1.72 1.72

Equations Isothermal Isothermal Energy Isothermal

Planet mass 9.10�6 3.10�5 9.10�6 9.10�6

Time 10Tp 1000Tp 2000Tp 1340Tp

Other upper half disk 2D 2D
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AMRVAC
FARGOCA

Adaptive Mesh Refinement Versatile Advection Code
Equations

+non-linear,MHD,R-
MHD,dust,. . .
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AMRVAC
FARGOCA

Adaptive Mesh Refinement Versatile Advection Code
Some features (Xia et al. 2017, Porth et al. 2014)

AMR + stretched grid
1/2/3D, Cartesian, cylindrical, polar, spherical grids
Spatial discretizations : central difference, finite difference,
finite volume, Riemann solvers
Temporal discretizations : Euler, predictor-corrector, RK4

MPI-AMRVAC 2.0 9

Figure 5. Two slices of the upper hemisphere of a spherical mesh with 4 levels of refinement, as used in a study of
time-dependent wind-accretion onto a compact object. User-defined restrictions on AMR prevent the grid to be refined
in some areas (e.g. in the downstream hemisphere, where the y-coordinate is negative) far from the inner boundary
and in the vicinity of the polar z-axis). We further restrict the maximum level of refinement to 3 in the vicinity of
the inner boundary and allow for maximum refinement in the outer regions of the upstream hemisphere close to the
y-axis. This corresponds to the supersonic inflow area where clumps enter the grid.

s�1 to enforce the solar di�erential rotation of the Sun (� is the co-latitude), and where the radial component of the
magnetic field is fixed to the internal dipole value (with Br = 1.1 G at the equator). In addition, close to the equator
(at latitudes lower than 22.6�), in the streamer region, a dead-zone is enforced at the boundary by fixing the radial
and the latitudinal velocities to zero. The equations solved are the ideal MHD equations plus two source terms: one
for the heating of the corona and one for the gravity of the Sun. The heating of the corona is treated as an empirical

The Astrophysical Journal Supplement Series, 214:4 (26pp), 2014 September Porth et al.

Figure 6. Left: density distribution at t = 3.01 × 105 yr. The entire domain is shown. Typical features such as the bow shock, the disturbed cloud with
Richtmyer–Meshkov features on the front side, and a low-density region Rayleigh–Taylor instability behind the cloud are shown. Right: a zoomed-in look at
the dust density distribution of species two in the cloud region. The dust can be seen to be tightly coupled to the dynamics of the cloud.
(A color version of this figure is available in the online journal.)

θ = γ + 1
γ − 1

, (31)

cR =
√

γpR

ρR

, (32)

with a Mach number of M = 10 and γ = 5/3. This results
in the initial values of pL = 1.25 × 102pR , ρL = 3.88ρR ,
and vL = 7.42cR with cR representing the speed of sound in
the ambient medium on the right-hand side. In this simulation,
we use two dust species with δ = 0.01 everywhere. We use
the TVDLF solver (CFL number 0.1) with a “Koren”-type
limiter (Koren 1993) and a three-step time integrator. In this
simulation, the gas can be seen to follow the typical evolution
expected from the interaction of a supersonic shock, as shown
on the left side of Figure 6. While the dust also interacts with
the shock, in this case, the chosen size and density values of the
cloud imply that the two dust species used in the simulation
(like before, having sizes between 5 nm and 250 nm) are
strongly coupled to the dynamics of the initial gas in the cloud.
While the dust itself is not sensitive for the development of
the Richtmyer–Meshkov or Rayleigh–Taylor instabilities, clear
imprints in the dust distribution are visible. A more detailed
discussion of the effect of dust on the latter instability can be
found in Hendrix & Keppens (2014a).

4. MODULES FOR SOLAR APPLICATIONS

For solar physics applications, the MHD module of
MPI-AMRVAC offers a fairly diverse choice of options to model
typically magnetically dominated dynamics. By selecting the
appropriate combination of settings for pre-compilation of this
physics module, this choice encompasses zero-beta simula-
tions, isothermal MHD at finite plasma beta, MHD in ideal
to visco-resistive prescriptions, extensions to Hall-MHD, and
many sources and sinks which play a role in the radiative plasma

conditions of the solar corona. We first provide an overview of
the implemented equations and then demonstrate their workings
on selected applications.

4.1. Magnetohydrodynamics: Maxwell’s
Equations and Ohm’s Law

We will give the complete set of equations tackled by the
MHD module. Due to the possibility of background magnetic
field splitting, the standard MHD equations take on a somewhat
unusual guise which adds to the usefulness of this collection.

Starting with the homogeneous Maxwell’s equations,

∂B
∂t

= −∇ × E ,

∇ · B = 0, (33)

the MPI-AMRVAC MHD module allows the user to split off a
time-invariant potential magnetic field, i.e., writing

B = B0 + B1;
∂B0

∂t
= 0; ∇ × B0 = 0. (34)

Note then that J = ∇ × B1 and ∇ · B0 = 0 = ∇ · B1. The
most general form for the electric field implemented in the code
writes the generalized Ohm’s law as

E = −v × B +
1

ene

J × B + ηJ. (35)

The first right-hand side term is applicable for an ideal MHD
scenario in a perfectly conducting plasma. The last term is
related to resistivity with the resistivity parameter η. The Hall
(middle) term introduces a first ion-electron distinction within
a single fluid plasma description, where ρ = nimi is related to
the ions, and quasi-neutrality dictates ne = Zni for ion number
density ni and a charge number Z, so we can write

E = −
(

v − ηh

ρ
J
)

× B + ηJ, (36)
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AMRVAC
FARGOCA

Fast Advection in Rotating Gaseous Object
with Co-latitude Added at Observatoire de la Côte d’Azur

Developed for planet-disc interaction problems
3D spherical stretched grid
Finite difference scheme
FARGO algorithm
Hybrid OpenMP/MPI
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Short run
Long run

Short run
Density

FARGOCA AMRVAC
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Short run
Long run

Short run
Density

FARGOCA

AMRVAC
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Short run
Long run

Short run
Radial velocity

FARGOCA AMRVAC
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Short run
Long run

Short run
Radial velocity

FARGOCA

AMRVAC
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Short run
Long run

Short run
Latitudinal velocity

FARGOCA

AMRVAC
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Short run
Long run

Long run
Density

FARGOCA AMRVAC
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Short run
Long run

Long run
Density

FARGOCA AMRVAC
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Short run
Long run

Long run
Radial velocity

FARGOCA AMRVAC
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Short run
Long run

Long run
Radial velocity

FARGOCA AMRVAC
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Short run
Long run

Long run
Latitudinal velocity

FARGOCA AMRVAC
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Discussion

This benchmark is very useful to test new codes
and to start in the domain
BUT it is time consuming
ALL THE PROBLEMS MUST BE VERY PRECISELY
DEFINED
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